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ABSTRACT

Q-technique factor analysis identifies clusters or factors of

people, rather than of variables, and has proven very popular,

especially with regard to testing typology theories. The present

study investigated the utility of three different protocols for

obtaining data for Q-technique studies. It was found that

normative, rating data may be useful in Q-technique studies, at

least under some circumstances. It is also suggested that

aggregating Q-technique data across repeated measurements may also

be useful in some studies.
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Factor analysis has been available to researchers at least

conceptually since the turn of the century (Spearman, 1904), but as

a practical matter has been widely used only with the more recent

availability of both modern computers and statistical software

packages. Factor analysis examines patterns of relationships among

entities (most often variables) across replicates (usually people) ,

with a view toward creating clusters or factors of the examined

entities. Several matrices of association can be examined as the

basis for the clustering process, including the variance-covariance

matrix (e.g., Thompson & Borrello, 1987a), but most analysts employ

a matrix of bivariate correlation coefficients for this purpose.

Typically, the matrix of associations is computed from a two-

dimensional initial data matrix, e.g., rows representing scores of

people, with the scores organized into columns representing the

variables being measured. Analyses based on raw data matrices

delineated in this manner are termed two-mode factor analyses

(Gorsuch, 1983, Chapter 15).

Although the most common two mode analyses are based on data

matrices with people defining rows, and variables defining columns,

there are a number ot two-mode analyses available to the

researcher. Cattell (1966) conceptualized the possibilities as

involving any combination of two dimensions (thus constituting a

surface) from a "data box" defined by three dimensions: (a)

variables, (b) subjects (often people), and (c) occasions of

measurement.

Table 1 presents the six "techniques" conceptualized and
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labelled by Cattell (1966), as well as illustrative applications of

several of the techniques. Although all six techniques are

available to researchers, R-technique (cf. Thompson & Borrello,

1992b) and Q-technique (cf. (Thompson & Miller, 1984),

respectively, are the most commonly applied analyses Am

contemporary practice.

INSERT TABLE 1 ABOUT HERE.

Whichever technique we apply, we generally want the number of

row replicates to be several times larger than the number of the

entities that we are factoring. For example, in R-technique we

want several times more subjects than factored variables, and in Q-

technique we want several times more variables than factored

people. This is to allow the patterns of relationships among the

factored entities to be replicated over quite a number of rows in

the raw data matrix, so that we can be sure that the estimated

relationships are stable, and therefore that the factors we extract

from the matrix of associations will also be stable.

Thus, Q-technique factor analysis is well suited to the more

intensive study of a relatively small number of subjects. Q-

technique is about the business of defining types (or prototypes)

of people, and so is very useful in testing typological theories.

Q-technique analysis directly tests typological premises. As

Kerlinger (1986, p. 521) explains, in Q

one tests theories on small sets of individuals

carefully chosen for their "known" or presumed
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possession of some significant characteristic or

characteristics. One explores unknown and unfamiliar

areas and variables for their identity, their

interrelations, and their functioning.

Excellent in-depth treatments of Q-technique factor analysis are

available from Stephenson (1953), Kerlinger (1986, Chapter 32), and

Gorsuch (1983). Carr (1992) provides an excellent shorter

treatment.

Methodological Issues in O-techniaue Studies

The analysis of Q-technique data proceeds in the usual manner

of any R-technique factor analysis, except that the raw data matrix

that is used to compute the factored matrix of associations is

"transposed" from the typical ordering of data matrices that is

used in the more familiar R-technique analyses. The data are

analyzed and factors of people or subjects are identified. The

basis for the groupings of the subjects can be evaluated by

consulting the factor scores (e.g., Thompson, in press) that the

variables receive on each factcr. Thompson (1980b) illustrates

this process.

Variables

The variables in a --technique analysis can be variables of

many kinds, e.g., statements responded to with respect to degree of

agreement or disagreement, or photographs responded to with respect

to physical attractiveness. There are two major choices regarding

the selection of variables. One choice (e.g., Thompson, 1980b) is

to use variables that are themselves implicitly structured
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(Karlinger, 1986). For example, if the subjects responded to the

42 items on the Love Attitudes Scale (Hendrick & Hendrick, 1990),

the responses would be structured, becalise the scale incluOes seven

items measuring each of the six types of love posited by Lee

(1973).

Alternatively, if the variables are presumed to be

representative of a single population of items or variables, then

the study would be considered unstructured. For example, if the

subjects responded to the 55 items on the Love Relationships Scale

(Thompson & Borrello, 1987b), the responses would be presumed to be

unstructured, because the scale was developed inductively without

premises regarding an underlying structure (Thompson & Borrello,

1992a).

Response Format

Ouasi-normal O-sort. Though many response formats are

candidates for the measurement protocols used to collect the data

that will be the basis for Q-technique factor analysis (Daniel,

1989), most researchers employ a Q-sort (Kerlinger, 1986, Chapter

32) protocol in Q-technique studies. Q-sorts require all subjects

to each put stimuli (e.g., cards each listing a statement) into a

predetermined number of categories, with a predetermined number of

items also being placed in each category. Most commonly the

predetermined numbers of categories that go into each category are

created so as to yield a normal or a quasi-normal, symmetrical

distribution of scores. Kerlinger (1986, p. 509) provides an

illustrative example for a Q-sort involving 90 statements sorted as

4
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follows:

n items 3 + 4 + 7 +10 +13 +16 +13 +10 + 7 + 4 + 3 = 90

Categ 10 9 8 7 6 5 4 3 2 1 0

This response format yields data that are considered ipsative

(Cattell, 1944), because the protocol invokes a forced-choice

response format in which responses to one item inherently constrain

the possible choices for subsequent items. Though ipsative data

are not suitable for use in R-technique factor analysis (Thompson,

Levitov & Miederhoff, 1982), ipsative data are quite useful in

studying commonalities in intraindividual differences, as in Q-

technique factor analysis.

The Q-sort protocol is appealing, because the protocol yields

data for each subject that are exactly equally distributed, i.e.,

data that for each subject are symmetrical, and with exactly the

same skewness and kurtosis. This is appealing, because when we

correlate the data across the subjects, none of the correlation

coefficients are attenuated by differences in score distributions.

Of course, product-moment correlation coefficients evaluate the

degree to which data rows are ordered similarly across a given pair

of columns of data.

However, even when rows are ordered identically across a given

pair of data columns, the product-moment correlation coefficient

between the two columns will be less than one unless the two

variables are also equal in their distribution shapes. As GIASs

and Hopkins (1984, p. 91) note, ur can equal 1.0 only when the

marginal distributions of X and Y have precisely the same shape."
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Dolenz (in press) explains these dynamics in accessible detail.

Mediated 0-sort. The Q-sort is appealing because the protocol

allows subjects to provide data regarding a lot of variables

without being cognitively overwhelmed. For example, it is not

conceivable to ask subjects to rank-order variables without any

ties. The task of rank-ordering 90 items would confuse and

irritate even the most patient and brightest subject.

However, Thompson (1980a) has proposed a two-stage measurement

protocol that does yield data that are rank-ordered with no ties.

First, subjects complete a conventional Q-sort protocol. Second,

subjects are then asked to rank-order the statements within each of

the Q-sort categories. This strategy yields more variance .n

responses, and so theoretically should allow isolation of more

stable factors of subjects.

Unnumbered criciphic scale. Normative measurement (Cattell,

1944) allows subjects to rate (as against rank) data, and the

response to one item does not in any way mechanically constrain

subjects' responses to other items. With Likert scales, for

example, the response to item one does not physically constrain my

response to other items. The only constraints are self-imposed

psychological constraints in the event that I elect to respond

consistently to items containing roughly the same content.

What drives reliability of scores is having greater variance

in our data (Reinhardt, 1991). Traditionally, there was

considerable debate about whether it might be desirable in attitude

measurement to employ a 1-7 Likert scale, as against a 1-5 scale,

6
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whether a 1-9 scale might be more preferable still, and so forth.

Certainly, more response alternatives allow subjects to provide

more variable responses, if they wish to do so. As Nunnally (1967,

p. 521) explains, "It is true that, as the number of scale points

increases, the error variance increases, but at the same time, the

true-score variance increases at an even more rapid rate." Thus,

Guilford (1954, p. 291) suggests that "it may pay in some favorable

situations to use up to 25 scale divisions." As Thompson (1981, p.

5) notes, "use of a large number of scale steps only becomes

undesirable when subjects become confused or irritated at being

confronted with a cognitively overwhelming number of response

alternatives." Confused or irritated subjects may not pay as much

attention to rating tasks, and may therefore provide less reliable
data.

However, Thompson (1981) described a response format that may

reduce cognitive press on subjects while still yielding normative

data that are more variable. This response format has been
labelled an unnumbered graphic scale. Subjects are presented with

a straight line drawn between two antonyme (e.g., "Disagree" and

"Agree") and are asked to draw a mark through the line at the

position that best indicates the extent of their agreement with a

given statement. These marks are subsequently scored by the

researcher using an equal-interval measurement scaled with a
relatively large number of categories, e.g., 1-15. This protocol
puts a limited cognitive burden on subjects, but can still yield

more variable scores.
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It is conceivable that such data might be sufficiently

variable that the data could be employed as the basis for Q-

technique factor analysis. The viability of such a strategy must

be empirically evaluated over several studies if we are to have

confidence in conclusions regarding the utility of this protocol in

Q-technique studies.

Of course, using normative data will mean that the bivariate

correlation coefficients analyzed in a Q-tachnique analysis will

inherently be attenuated by variations in the distributions shapes

of scores for different individuals, and that these differences

will affect the identifi.ation of the factors extracted from the

correlations. The assumption that distributions of scores are the

same across people is perfectly met with both Q-sort and mediated

Q-sort measurement protocols, and will not be perfectly met with

normative data.

However, it is conceivable that tolerating some deviations in

distribution shapes will not devastate the factor analytic

solution, and may be worth it if not requiring people to make

forced choices yields more accurate reflections of their feelings.

It is ironic that we typically do not see much attention paid to

distributional requirements that also apply in R-technique factor

analyses, while we seem to have obsessive concerns regarding the

same dynamics in Q-technique analyses that employ the same

mathematics.

Purposes of the Present Paper

The present study was conducted to explore the utility of
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various measurement protocols in Q-technique factor analytic

studies. Specifically, the study was conducted to investigate two

research questions. First, are inter-person correlations

reasonably comparable across tnree measurement protocols, when the

protocols are all completed by one cohort of subjects? Second, are

subjects located in approximately the same places in Q-technique

factor spaces in separate analyses conducted across the three

measurement protocols?

Method

Subiects and Measurement Protocols

As in all Q-technique studies, it was necessary to have more

variables than the people who were to be factored. Subjects in the

present study were 10 psychologists.

The psychologists reacted to 97 variables in each of three

measurement protocols. The protocols were administered in a

randomly counterbalanced order. The 97 variables consisted of the

42 items from the Hendrick and Hendrick (1990) Love Attitudes Scale

and the 55 items from the Thompson and Borrello (1987b) Love

Relationships Scale.

The three measurement protocols involved: (a) a conventional

ipsative 9-category ("1" = "Very Strongly Agree" to "9" = "Very

Strongly Disagree") Q-sort; (b) a normative response format using

unnumbered graphic scales subsequently scored on a 1 ("Disagree")

to 15 ("Agree") scale; and (c) a normative 5-point ("1" = "Strongly

Agree" to "5" = "Strongly Disagree") Likert scale. The score

categories and anchors were selected with the intention of honoring

9
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typical practice in the use of each protocol, and one of the three

protocols (i.e., the unnumbered graphic scale) invoked reverse

scaling to minimize respoase set influences on the subjects.

The distribution of scores employed in the ipsative, Q-sort

wos:

n items 6 + 9 +11 +14 +17 +14 +11 + 9 + 6 = 97

Category 1 2 3 4 5 6 7 8 9

Within the two, separately administered, normative measurement

protocols, for example, itlm 1 was presented as follows:

1. Sex always makes a person feel in love with the lover.

STRONGLY AGREE 1 2 3 4 5 STRONGLY DISAGREE

1. Sex always makes a person feel in love with the lover.

DISAGREE AGREE

Results

Table 2 presents descriptive statistics for each of the 10

subjects across each of the three measurement protocols. Table 3

presents the bivariate correlation coefficients across the 10

subjects and the three response formats.

INSERT TABLES 2 AND 3 ABOUT HERE.

Table 4 presents the Q-technique factor structure from the

analysis of the data from the Q-sort protocol. Figure 1 presents

these results in graphic form, indicating the position of each of

the 10 subjects in the two-dimensional Q-technique factor space.
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INSERT TABLE 4 AND FIGURE 1 ABOUT HERE.

Table 5 presents the Q-technique factor structure from the

analysis of the data from the unnumbered graphic scale protocol.

Figure 2 presents these results in graphic form, indicating the

position of each of the 10 subjects in the two-dimensional Q-

technique factor space.

INSERT TABLE 5 AND FIGURE 2 ABOUT HERE.

Table 6 presents the Q-technique factor structure from the

analysis of the data from the unnumbered graphic scale protocol.

Figure 3 presents these results in graphic form, indicating the

position of each of the 10 subjects in the two-dimensional Q-

technique factor space.

INSERT TABLE 6 AND FIGURE 3 ABOUT HERE.

Ancillary Analysis of Data
Concatenated or Pooled Across Protocols

An ancillary analysis was conducted in which the data from

each subject were:concatenated. For example, subject "A"'s

responses to the unnumbered graphic scale data were added to the

raw data matrix after that subject's responses from the Q-sort

protocol, and the subject's responses to the items from the Likert-

scale session were added after these. This resulted in a vector of

291 (97 x 3) scores for each subject.

These data were analyzed for two reasons. First, isolating

locations in factor space of the 10 subjects using this data might
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provide a good anchor for comparison purposes across the three

protocols, since the concatenations provide so many row replicates.

Second, it was decided that it might be useful to explore the

utility of using repeated-measures protocols to better delineate

positions of factored persons within factor spaces.

Table 7 presents the factor structure from this analysis.

Figure 4 presents a plot of the factor space. Figure 5 presents a

plot of the factor spaces from all four analyses, to facilitate

invariance of person locations within the Q-technique factor spaces

across the three measurement protocols.

INSERT TABLE 7 AND FIGURE 4 ABOUT HERE.

Discussion

The study first research question asked, are inter-person

correlations reasonably comparable across three measurement

protocols, when the protocols are all completed by one cohort of

subjects? Table 1 presents the descriptive statistics for all 30

vectors (10 people x 3 measurement protocols) of 97 scores. Since

equivalence of shape is a precondition for scores being highly

correlated, as emphasized previously, these statistics provide a

perspective on the range of plausible values for the Table 3

correlation coefficients.

Of course, the ipsative Q-sort yielded scores with identical

means (here 5.00), standard deviations (2.21), coefficients of

kurtosis (-.82), and coefficients of skewness (.00) for all 10
subjects. Thus, all 45 pairs of inter-person correlation
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coefficients ([(10 x (10 - 1)) / 2] = [f10 x 9) / 2] = 45) for

these data will reach values of +1.0, if the variables are ordered

identically across pairs of people.

As expected, Table 2 indicates that the unnumbered graphic

scale data had the largest standard deviations (ranging from 3.39

for subject "D" to 6.34 for subject "F"). Also as expected, the 5-

point Likert-scale data had the smallest standard deviations
(ranging from 1.03 for subject "J" to 1.87 for subject "F").

However, what is more surprising is that the normative data
have reasonably equivalent shapes, even though the measurement

protocol did not constrain this feature of the responses. The

unnumbered graphic scale data had coefficients of kurtosis ranging

from -1.87 to -.90, and coefficients of skewness ranging from -.65
to +.34. The 5-point Likert-scale data had coefficients of

kurtosis ranging from -1.89 to -.51, and coefficients of skewness

ranging from -.42 to +.50. Thus, the unnumbered graphic scale data

were more variable (i.e., had larger standard deviations), but were
distributed similarly to the Likert-scale data.

In Table 3 the intra-person correlation coefficients are
organized into a simplex format and are underlined. Correlations

between two sets of responses both involving normative rating data
are double-underlined. Correlations between two sets of responses
involving one normative data set and one ipsative (Q-sort) data set
are single-underlined.

Theoretically, three expectations can be offered regarding the
Table 3 results. First, since as noted previously the unnumbered
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graphic scale was scored in the opposite direction than the Q-sort

and the Likert data were scored, the Q-sort and the Likert data

should be positively correlated intra-individually while the

correlation coefficients between the Q-sort and the graphic scale

data and between the Likert and the graphic scale data should be

negatively correlated intra-individually. Second, if (a) the data

were reliable and (b) persons each have different views regarding

love, then the intra-person coefficients near the diagonal of the

matrix should generally be larger than the inter-person

coefficients that are further from the diagonal. Third, if the

psychometric nature of the measurement protocol drives responses,

then the intra-person correlations between two normative sets of

responses should be larger than the intra-person correlations

between one normative set of responses and one ipsative set of

responses.

With regard to these expectations, first, the intra-person

coefficients did have the expected signs. Second, the intra-person

coefficients near the diagonal of the Table 3 matrix generally were

larger than the inter-person coefficients that are further from the

diagonal. This suggests that the data were reasonably reliable,

even though the intra-person coefficients were attenuated both by

repeated measurement (i.e., stability) and by variations in the

measurement protocols. Most of the intra-person coefficients in

Table 3 ranged from about 1.71 to 1.81, while most of the inter-

person coefficients ranged from about 1.31 to 1.51. Thus, intra-

person coefficients tended to be about 2 to 6 times larger than the
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inter-person coefficients (e.g., r2 = 72 = .49 is roughly 2 times

r2 = .52 = .25)

Third, seven of the 10 coefficients both involving normative

measurement protocols involved larger correlation coefficients than

did intra-person coefficients involving mixed protocol types.

However, it is striking that the intra-individual coefficients for

given subjects were so homogeneous. Together with reasonable

comparability of score distribution shapes for the normative data,

noted previously, this raises the intriguing possibility that

researchers may be able to conduct Q-technique studies without

requiring subjects to Q-sort variables.

The study's second research question asked, are subjects

located in approximately the same places in Q-technique factor

spaces generated in separate analyses conducted across the three

measurement protocols? This question provides another perspective

on whether the Q-technique results are invariant over measurement

protocols.

As indicated by the results portrayed in Figures 1 through 3,

the 10 subjects were arrayed in approximately the same positions in

the factor analyses across the three data sets. Thus, the three

measurement protocols yielded very similar structures in the
present study. Persons "I" and "E" were most similarly located

across analyses, while persons "F" and "C" were least similarly

located across protocols.

The ancillary analysis yielded similar results. The present

study involved the unique opportunity to pool or aggregate data
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across three measurement occasions, albeit repeated measurements

that at least in the present study also involved variations in the

measurement protocols. Thus, each person's response patterns were

correlated with each other person based on 291 (97 x 3) rather than

on only 97 data points. The pooled analysis theoretically should

result in more stable locations of the individuals within the

factor space. Again, the 10 subjects were located in roughly the

same locations in this analysis, as indicated in Figures 4 and 5.

In fact, the pooled analytic strategy may be very useful in

future studies. Variations on this strategy might be recommended.

For example, a researcher might ask subjects to complete a single

measurement protocol twice without protocol variation, and then

pool the two data sets. Another variation might involve

standardizing the scores into Z score form prior to aggregation.

In summary, the present study suggests that at least in some

cases even normative data may be analyzed using Q-technique factor

analysis. Such measurement protocols may impose less demands on

subjects, and may more accurately reflect subjects' feelings, by

not constraining subjects to discriminate among items about which

subjects may really not feel differently. Of course, Q-sort

protocols are useful when one is investigating variables all of

which are highly socially desirable, and which do not yield score

variance unless the variables are measurement in forced-choice

formats. But when normative data are going to be subjected to Q-

technique analyses, the researcher must still investigate the

equivalence of distrubition shapes, just as more R-technique
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analysts also ought to attend to this requirement. And when

normative data are subjected to Q-technique analyses, it may be

helpful to employ more than the usual number of variables, so that

attenuation from heterogeneity of distribution shapes may be

partially mitigated by using more row replicates.
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Table 2
Descriptive Statistics

Across 10 Subjects and 3 Response Formats
for Ranking/Rating of v=97 Variables

Person Mean Std Dev Kurtosis Skewness Minimum Maximum
Al 5.00 2.21 -.82 .00 1 9
A2 7.36 5.19 -1.55 .14 1 15
A.1 3.01 1.40 -1.32 .05 1 5

B1 5.00 2.21 -.82 .00 1 9
B2 9.60 4.94 -1.05 -.65 1 15
B3 2.71 1.29 -.84 .50 1 5

Cl 5.00 2.21 -.82 .00 1 9
C2 9.09 5.49 -1.52 -.29 1 15
C3 2.61 1.58 -1.48 .35 1 5

D1 5.00 2.21 -.82 .00 1 9
D2 6.38 3.39 -1.31 .12 1 13
D3 3 12 1.11 -1.36 -.11 1 5

El 5.00 2.21 -.82 .00 1 9
E2 6.02 4.82 -1.45 .34 1 15
E3 3.55 1.46 -1.40 -.42 1 5

Fl 5.00 2.21 -.82 .00 1 9
F2 7.44 6.34 -1.87 .12 1 15
F3 3.04 1.87 -1.89 -.03 1 5

G1 5.00 2.21 -.82 .00 1 9
G2 6.93 3.95 -1.08 .00 1 15
G3 3.12 1.08 -.85 .10 1 5

H1 5.00 2.21 -.82 .00 1 9
H2 7.92 4.14 -1.33 -.23 1 15
H3 3.49 1.21 -1.19 -.20 1 5

Il 5.00 2.21 -.82 .00 1 9
12 7.25 4.48 -1.31 -.02 1 15
13 3.01 1.25 -1.18 .01 1 5

J1 5.00 2.21 -.82 .00 1 9
J2 7.87 3.98 -.90 -.09 1 15
J3 2.65 1.03 -.51 .40 1 5

Note. Subjects were randomly assigned letters "A" through "J", to
protect their anonymity. Response formats are indicated by the
number following each letter, where: "1" = Q-sort with a specified
quasi-normal distribution of items; "2" = unnumbered graphic scale
scored on a 1 to 15 equal interval scale; "3" = 5-point Likert
scale.
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Table 4
Varimax-rotated Structure Matrix

for the Q-sort Data (v=97 Variables)

Person Factor I Factor II
D1 .83206 .03167
H1 .81733 .12765
Al .72051 .38076
Il .68553 .36893
El .64651 .36767
B1 .61581 .29868
Fl .54209 .37255

Jl .15402 .79801
G1 .15273 .68335
Cl .34240 .61921

Table 5
Varimax-rotated Structure Matrix

for the Unnumbered Graphic Scale Data (v=97 Variables)

Person Factor I Factor II
D2 .79798 -.05794
H2 .74061 .23688
B2 .64361 .08235
E2 .63280 .28273
12 .62389 .42287
C2 .33421 .31514

J2 .17018 .78838
F2 .10606 .76654
A2 .44650 .65128
G2 .05011 .59080

Table 6
Varimax-rotated Structure Matrix

for the Likert-scale Data (v=97 Variables)

Person Factor I Factor II
D3 .83914 .02011
E3 .71196 .21198
H3 .67846 -.08101
13 .66307 .32920
B3 .52804 .28372

J3 .36349 .65301
C3 .13566 .63783
G3 -.08876 .61640
F3 .12670 .58797
A3 .56341 .57212
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Table 7
Varimax-rotated Structure Matrix Across 10 Subjects

Pooled Across 3 Response Formats
To Constitute a Data Matrix with v=97x3=291 Variables

Person Factor I Factor II
D .84118 .13448
H .75926 .36614
E .73497 .20040
I .63916 .50984
B .59769 .47956

J .34179 .78267
G .14221 .76800
F .21491 .74161
A .54005 .61243
C .46980 .52878
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Figure 1
The 10 Subjects Arrayed in Factor Space
for the Q-sort Data (v=97 Variables)
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Note. This figure is a graphic presentation of the factor
structure/pattern coefficients from the Q-technique factor
analysis. For example, subject "D" had "loadings" of +.83206 and
+.03167, respectively, and is therefore located at this Cartesian
coordinate in the graph of the factor space.
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Figure 2
The 10 Subjects Arrayed in Factor Space

for the Unnumbered Graphic Scale Data (v=97 Variables)
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Figure 3
The 10 Subjects Arrayed in Factor Space

for the Likert-scale Data (v=97 Variables)
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Figure 4
The 10 Subjects Arrayed in Factor Space

for 10 Subjects Pooled Across 3 Response Formats
To Constitute a Data Matrix with v=97x3=291 Variables
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Figure 5
The 10 Subjects Arrayed in Factor Space

Across All Four Factor Analyses

Factor II
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Note. The locations of the 10 subjects in the Q-sort analysis
involving v=97 variables are italicized. The locations of the 10
subjects in the unnumbered graphic scale analysis involving v=97
variables are single-underlined. The locations of the 10 subjects
in the Likert-scale analysis involving v=97 variables are bolded.
The locations of the 10 subjects in the pooled analysis involving
v=291 variables are double-underlined.
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